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Abstract. Quantum computations can be implemented not only by the action
of quantum circuits, but by the adiabatic evolution of a system’s Hamiltonian.
Quantum adiabatic statement allows to solve some classically non algorithmic
problems. Our reasoning favor of this argument.
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In 1994, Shor [1] described a quantum algorithm to decompose a number
in its prime factors more efficiently than any classical algorithm. It was
exponentially faster than the best known classical counterpart. In 2001
the experimental development of this algorithm has had a very interesting
advance: Vandersypen et al. [2] using a seven-qubit molecule manipulated
with nuclear magnetic resonance techniques has reported the factorization
of the number 15 into its prime factors 3 and 5. This algorithm illustrates
a part of the theoretical challenge of quantum computation, i.e., to learn
how to work with quantum properties to obtain more efficient algorithms.
Tools such as quantum parallelism, unitary transformations, amplification
techniques, interference phenomena, quantum measurements, resonances,
etc., must be used by the new computation science [3-6].

In 2001 the Tien D. Kieu (see [7]) announced that a quantum comput-
ing procedure could solve a classically unsolvable problem, namely Hilberts
Tenth Problem. This problem, that of deciding whether a polynomial
integer-valued function of integers ever vanishes, is essentially equivalent
to the standard halting problem and other such unsolvable problems as
defined by Turing machines.

The main ingredient in the arguments Kieu is the adiabatic approach
to quantum computation. It means that used adiabatic paradigm for con-
struct quantum computational proccesing. By adiabatic theorem evolution
of a system’s Hamiltonian can be done by initializing the system into the
ground state of a simple Hamiltonian, and then adiabatically evolving the
Hamiltonian to one whose ground state encodes the solution to the prob-
lem. The time complexity of the problem, or more basically, the speed at
which the Hamiltonian can be evolved adiabatically, is related to the separa-
tion between the energy eigenvalues. In some cases, such as Grover Search,
the standard computation complexity can be recovered. Importantly, any
quantum circuit can be simulated adiabatically.
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By adiabatic paradigm the evolution of the quantum state is governed by
a time-dependent Hamiltonian that interpolates between an initial Hamil-
tonian, whose ground state is easy to construct, and a final Hamiltonian,
whose ground state encodes the satisfying assignment. To ensure that the
system evolves to the desired final ground state, the evolution time must be
big enough. The time required depends on the minimum energy difference
between the two lowest states of the interpolating Hamiltonian.

Interpolating Hamiltonian (IH). Construction of the IH we base on
the relation

Hi(n,s) = Ho(n)(1 —s) + sHyi(n).

Another choice of the Hamiltonian maybe

More precisely, for using Adiabatic theorem for computational problems we
need:

I) to encode the solution of some problem P into the ground state of
some suitable Hamiltonian, Hp ;

IT) to choose initial Hamiltonian, H;, with readily obtainable ground
state, |gr >;

[IT)to deform |g; > through a process with the time depending Hamil-
tonian H(t) = (1 — £)H; + ~Hp.

IV) If the deformation was sufficiently slow, then we get the desired
ground state of Hp, |gp >. Then we can compute the answer using obtained

lgp >
Diophantine equations. Diophantine equations (DE)

D(n) = D(ny,...;nm) =0,

are those equations that have integer solutions, n = (n4,...,n,,). In partic-
ular, they may be polynomials with integer coefficients.
Quantization of DE. For quantization of DE, (QDE), consider mono-
mials
n

. n
2t =zt =11+ .. + Ny

L

than, for solutions of DE

where
D(a) = D(517 "‘7671)7 5k’ = $kaxk, k= 1, ---,m,ékﬂfn = nkx”,

s0, existence of the solution of DE is equivalent to existence of the eigenstate-
monomials of the QDE.
Kieus algorithm for Hilberts 10th problem.
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Step 1. For any given diophantine equation construct corresponding
Hamiltonian Hp , choose H; and find |g; >;

Step 2.Run the adiabatic process for some time 77

Step 3. Measure the state |f > obtained at T starting from |g; >;

Step 4.Verify whether the state |f > is the ground state of Hp. If not,
we restart adiabatic evolution with new 7.

Harmonic oscillator. Another formulation of QDE is given by quan-
tum harmonic oscillator model. In the case of harmonic potential oscillator,

H=P/)2+X?2=n+1/2

=aat +ata,E,=n+1/2

X =z, P=—id,, [X,P] =i
P=(a+a")/V2, X =i(a—a")/V2
a=(P—iX)/V2,a" = (P+iX)/V2,

H(P, X)u(2) = Enthn(2), / () () = G

2

avo(w) = 0, tho(z) = ceap(— ), c = 1/,

2

Un(x) = co(a®)ho(z) = (Vma2'n!)™ exp(—%)[{n(g),
Hy(z) = (_1)nez2(%6_22), /oo dze_ZQHn(z)Hm(z) = \/72"n15,.

The Hermite polynomials, H,(z), can be defined also for fractal indexes

1.2

Hy(z) = eimeZQ(Dae_Zg),z/za(x) = (Vma2°T'(a +1))7! exp(—2a2

x
H, (-
1)
Quantum algorithm of solution of the QDE. For quantum com-
puting of the problem we introduce the following Hamiltonian operator,

Hp(0) = D(6)?, Hp(8)x" = Hp(n)a", Hp(n) = D(n)* > 0.

Statement. Quantum computer may algorithmically define if H(n) =0
for some n. So, Quantum computer may algorithmically solve DE.

Example. As Hp for the diophantine equation D(zy,...,xx) = 0 we
take (D(alay, ..., a}(aK)Q. Then Hp|ny,....,ng >= D?*(ny, ..., ng)ng, ..., ng >
and we do not look for the zeroes of the polynomial D(xy,...,zx), which
may not exist, but instead search for the absolute minimum of its square

which exists, 0 < min(D(xy, ...,zx))? < (D(0,...,0))?, and is finite because

limgsoo(D (21, ..., 2x))?
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diverges. For example, if we have equation (z+1)*+ (y+1)>— (2 +1)> =0
then Hp = ((ala, +1)* + (ala, +1)* — (ala. +1)*)? and Hp|ng, ny,n. >=
(ne + 1%+ (ny +1)* = (n. + 1)*)|ng, ny,n, > .

Invertible Discrete Dynamical Systems (IDS). For quantum com-
putations it is crucial to have invertible dynamics [15]. Let us construct an
example of IDS based on Hermite polynomials H,(z) :

"

Hy(z) = (—1)"622(%6—2 )= (22— ,)" -1 =e 3%(2z)"

[n/2]
(=)™
=n! E
| _ | n—2m
<= ml(n — 2m)!(22)

which fulfils the following recurrent relations
Hy1(2) =22H,(2) — 2nH,_1(2),

from which we obtain

Buia(2) = Al 2001, o) = (7 ) ot = ().

Aln, 2) = ( —_42:,2 42’2—3?71—1—1) ) :(Z Z)

detA=2n2(n+1), A" = ( d _ab ) /detA

—C

Note that, for n = a = —-1/2, E, =0, detA = —1,
2" = 2’"656311[”(2).

The Hermite polynomials form an orthogonal basis of the Hilbert space of
functions satisfying

/_00 w(2)|f(2))?dz < 00, w(z) = 6722,

o0

in which the inner product is

<fm>=/mw@vwng@Mz

—00

The exponential generating function for Hermite polynomials is

hTL

G(h,z) = Z HHn(z) o A GOl i
n>0

Quantum Field Theory Applications of the Formalism. Quantum

field theory (QFT) and Fractal calculus provide Universal language of fun-

damental physics (see e.g. [11]) In QFT existence of a given theory means,
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that we can control its behavior at some scales by renormalization theory
[9]. If the theory exists, than we want to solve it, which means to deter-
mine what happens on other scales. This is the problem (and content) of
Renormdynamics. The result of the Renormdynamics, the solution of its
discrete or continual motion equations, is the effective QF'T on a given scale
(different from the initial one).

Perturbation theory series have the following qualitative form

fx) = P(n)nla" = P(6)T(1+ 5)%, 5=zt (1)

dz’
n>0

So, we reduce previous series to the standard geometric progression series.
This series is convergent for |x| < 1 or for |z|, = p~™* < 1, x = pFa/b, k >
1, p=2,3,5,...,29,...,137, ... With an appropriate nomalization of the ex-
pansion parameter, the coefficients of the series are rational numbers and
if experimental data indicates for some prime value for z, e.g. in QED,
r = a = ¢e?/(4r) = 1/137.036..., then we can take corresponding prime
number and consider p-adic convergence of the series.

In the Yukawa theory of strong interactions (see e.g. [8]) ), we take
T =,y = 13.

So, the series is convergent. If the limit is rational number, we consider
it as an observable value of the corresponding physical quantity. In M SSM
(see [10] ) coupling constants unifies at o' = 26.3 £ 1.9 + 1. So, 23.4 <
ol <29.2.

Question: how many primes are in this interval? (24, 25, 26, 27, 28, 29).

Only one!

Proposal: take the value a; ! = 29.0... which will be two orders of mag-
nitude more precise prediction and find the consequences for the SM scale
observables [12].

Hamiltonization of Dynamical Systems. Let us consider the fol-
lowing system of the ordinary differential equations [13]

Tp =vp(z), 1 <n <N, (2)
Lagrangian,
L = (&, — va(2))n (3)
and the corresponding motion equations
v,
‘n = Un yWn = — 7 ¥m- 4
B = n(2), Y = — g (@)

The system (4) extends the general system (2) by linear equation for the .
The extended system can be put in the Hamiltonian form [16].

In the Faddeev-Jackiw formalism [14] for the Hamiltonian treatment of
systems defined by first-order Lagrangians,
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L = fu(x)in — H(z),
motion equations
0OH
oz
for the regular structure function f,,,, can be put in the explicit Hamiltonian
form

L, OH oH

g {mmfﬂm}% = {z,, H},

where the fundamental Poisson (Dirac) bracket is

{xmxm} = n_nlw fmn = mfn - anfm

Ty =

The system (4) is an important example of the first order regular Hamil-
tonian systems. Indeed, in the new variables, y} = z,,,y2 = 1, Lagrangian
(3) takes the following first order form [16]

L= (xn - Un(x))d)n = %(xn’@/}n - 7vbnl‘n) - 'Un(x>77/}n = %yfﬁabyz - H<y) -

Ofm _Ofi _ b
dye  oyb,

corresponding motion equations and the fundamental Poisson bracket are

Onm;

*Qa a 1 a a.
= fi(y)yye—H(y), [y = §y26b CH =0, (y" )2, fih =

-a OH a a
Y, = 8ab(San = {ym H}7 {ym yfn} = 5ab5nm‘

m
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